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Abstract 

 Changes in urban microclimate can have adverse effects on the city dwellers in 

many ways including thermal discomfort and loss of life due to heat waves, 

development of air pollutants, etc. Microclimate of urban area primarily depends on 

the land use and land cover (LULC). Conversion of greenery cover into impervious 

built up surfaces increase the heat retaining capacity and result in increased land 

surface temperature (LST) which in turn increase the local air temperature. This paper 

presents a new approach to the application of artificial neural network (ANN) for 

prediction of LST image from LULC image. Landsat TM images of the study area for 

2001 and 2010 are used to develop LULC and LST images. A feed forward back 

propagation ANN model with Levenberg-Marquardt training algorithm has been 

developed to simulate and predict the LST image from LULC image data. Along with 

LULC, elevation, latitude and longitude data are also given as inputs to optimize the 

model. The data sets of 2001 are used for training and that of 2010 for testing the 

model. The model efficiency was found to be of 81.621%. LST image of the year 

2015 was predicted from LULC image using the model. 
 

Keywords: Urban microclimate, Land surface temperature, Urban heat island, Land 

use/land cover, Artificial neural network, Landsat data.  

1 INTRODUCTION 

Rapid urbanization and unplanned development of cities have led to several urban 

environmental issues. Development an intense urban heat island (UHI) is one of the 

significant problems. Prediction of spatial variation of LST plays a key role in the 
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urban thermal environmental management and particularly useful for mitigation of 

urban heat island (UHI) effect. The urban air temperature is gradually rising in all 

cities in the world because of the drastic reduction in the greenery in cities. The 

change of land use from agriculture to industry, green area to built-up structures and 

artificial surfaces covered by asphalt and concrete, have brought  changes in the 

natural surface of the earth which affect local environmental conditions.
1
 

Modification of land-cover in urban areas with built-up surfaces can cause the local 

air and surface temperatures to raise several degrees higher than the simultaneous 

temperatures of the surrounding rural areas or villages.
2-4

 This is due to heat retaining 

and radiating capabilities of the artificial materials used to cover the land surface. 

This effect is often referred to as the urban heat island and has been documented for 

over 150 years.
5
 The phenomenon of the urban heat island is one of the most well 

known forms of anthropogenic climate modification, which is increasingly observed 

in cities due to growth of population and urban sprawl.
6
 The higher temperatures in 

urban heat islands increase air conditioning demands, raise air pollution levels, 

modify precipitation patterns
7-9

 and also serve as a trap for atmospheric pollutants, 

which contribute to smog, deteriorate the quality of life and has a socio-economic 

impact in the urbanized areas.
10

 As a result, the magnitude and pattern of UHI effects 

have been major concerns of many urban climatologic studies. Consequently, the 

prediction of the urban heat island behaviour has gained a significant attention.
11

 

Although a number of modeling approaches for the urban heat island do exist the 

complexity of the phenomenon, and the increased cost and computational time of the 

analytical modeling approaches have led to the exploration of other prediction 

methods.
12

 

The surface temperature is of prime importance to the study of urban climate, not 

only in obtaining boundary conditions of the atmosphere, but also in understanding 

the environmental conditions necessary for human beings.
13

 LST modulates the air 

temperature of the lower layer of urban atmosphere, and is a primary factor in 

determining surface radiation and energy exchange, the internal climate of buildings, 

and human comfort levels in the cities
14

. Understanding the distribution of Land 

Surface Temperature and its spatial variation will be helpful to decipher its 

mechanism and find out possible solution. LST is an important parameter in the 

studies of urban thermal environment and dynamics. The LST of urban surfaces is 

closely related to the distribution of LULC characteristics.
15-17

  

The relationship between LST and vegetation indices, such as Normalized 

Difference Vegetation Index (NDVI), has been extensively documented in the 

literature.
18-21

 The NDVI-temperature relationship has also been utilized in various 

studies to derive or evaluate fractional vegetation cover and surface soil water content 

for climate modeling.
22-24

 Many studies reveal that there is always a negative 

relationship between LST and vegetation indices.
25-29

  

LST of an area can be estimated by processing thermal band data of satellite 

imagery. Satellite-measured LST has been utilized in various heat-balance, climate 

modeling, and global-change studies because it is determined by the effective 
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radiating temperature of the Earth's surface, which controls surface heat and water 

exchange with the atmosphere. Remotely sensed thermal infrared (TIR) data are a 

unique source of information to define the occurrence of surface heat islands, which 

are related to canopy layer heat islands. The 120 m resolution Landsat TM (and later 

ETM+ data of 60 m) TIR data have also been extensively utilized to derive LSTs and 

to study UHIs.
30-31

 The thermal differences between urban and rural areas appear 

even in the case of relatively small towns.
32 

Traditionally, UHI analysis uses air 

temperature data observed at a standard height (1.5–2 m above the ground), while 

satellite images provide thermal information at ground-level. Based on observed air 

temperature data, the maximum UHI intensity occurs a few hours after sunset, while 

the most intense UHI can be detected during day-time when remotely sensed data are 

used.
33-34

 

Artificial neural networks (ANNs), which are increasingly receiving attention in 

solving complex practical problems, are known as universal function 

approximators.
35-36

 They are capable of approximating any continuous nonlinear 

functions to some arbitrary accuracy.
37 

Its applications are numerous in various fields 

including engineering, management, health, biology and even social sciences.
38-44

  

Artificial neural networks have been applied in many different environmental sectors, 

especially in forecasting meteorological parameters.
45

 

Urban climate and environmental studies will be impossible, without TIR sensors 

of global imaging capacity. At the present, there are few sensors that have such 

thermal IR capabilities. The TM sensor onboard Landsat 5 has been acquiring images 

of the Earth nearly continuously from March 1984 to January 2013, with a TIR band 

of 120 m resolution, and is well past the mission's life expectancy. Another TIR 

sensor that has global imaging capacity is with Landsat 7 ETM+. On May 31, 2003, 

the ETM+ Scan Line Corrector (SLC) failed permanently. Although it is still capable 

of acquiring useful image data, with the SLC turned off, a lot of information was lost 

due to black stripes. Development of LST images from such imagery becomes less 

accurate. NASA has teamed up with Unites States Geological Services (USGS) to 

focus on the Landsat Data Continuity Mission (LDCM), which is resulted in 

launching Landsat-8 in 2013. Hence from 2003 to 2013, Landsat imagery which has a 

thermal band becomes less useful. Other data obtained from ASTER, MODIS will 

have very low resolution not suitable for study at a local level.  

Towards a solution to this kind of problem of scarcity of TIR data, an attempt was 

made to predict LST image from LULC image. This paper deals with the 

development an artificial neural network model for prediction of LST image from 

LULC image. The advantage of the model is that model requires only LULC image 

to get LST image. LULC image can be obtained from multispectral data. The 

following sections briefly outlined the methodology to develop LULC, NDVI and 

LST images from raw Landsat imagery. The development of ANN model was also 

presented, and the results obtained were discussed. 
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2 STUDY AREA AND DATA  

For the present work, Vijayawada, the capital city of Andhra Pradesh state in India is 

taken as the case study. The city is located on the bank of Krishna River with latitude 

16
0
31’1’’ N and longitude 80

0
 39’1’’ E. It is a historical city. It is known as the 

business capital of the state. The city is rapidly expanding with real estate boom in 

the recent past. The city is well known for recording high temperatures in summer. 

Vijayawada city is experiencing remarkable UHI and the difference between the 

temperatures of urban core and the rural village is about10
0
C. UHI is one of the 

upcoming urban climate-related problems developing in the city. An understanding of 

the intensity and extent of UHI is useful for proposing the mitigation measures. For 

the present study, Landsat images were procured from Earth explorer of USGS 

website. The visible and thermal bands with high resolution are the important 

qualities of the Landsat imagery which were the reason for selection of imagery. The 

details of the imagery collected are given in Table 1.  

 

 

Table 1 Details of Imagery procured from USGS 

 

Sl. 

No 
Date  Satellite/Sensor 

No of 

Bands 

Reference system        Resolution                   

/ Path/Row              multi    thermal 

1 31-10- 2001 Landsat7/ETM+ 8 WRS-II/142/49       30m            60m 

2 26-06-2010 Landsat7/ETM+ 8 WRS-II/142/49       30m            60m 

3 23-05-2015 Landsat8/OLI- TIRS 11 WRS-II/142/49       30m           100m 

 

3 METHODOLOGY 

The objective of the present study is to develop an ANN based model to retrieve LST 

image from LULC image. After down loading from the web sources, the Landsat 

image data is first pre-processed and enhanced for attaining better image quality. The 

study area has been extracted from the image. Using this clipped image, LULC, 

NDVI and LST images are developed. For all these operations, ERDAS Imagine or 

similar image-processing software can be used. Now the image data is converted into 

digital data (discrete numerical) using Arc GIS. Next step is the coding of ANN 

model in MATLAB for inputting the LULC, NDVI and Lat/ Long data to the model 

and getting LST as output. Different sets of data are used for training and testing the 

model. The data of 2001 is used for training and data of 2010 is used for testing. The 

LST images developed using ERDAS are compared with the LST images obtained 

from the ANN model to assess the model performance. Regression analysis is 

performed on the image data of observed (developed by ERDAS) and predicted 
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(given by ANN model) for both training and testing phases. Detailed procedures are 

given in the following sections.   

3.1 Development of LULC and NDVI images 

The Landsat images downloaded for the years 2001, and 2010 consists of 8 bands, 

which include visible and thermal infrared bands. These images are ideal for 

developing LULC images as well as LST images. Cloud free images selected from 

the archives are used. The image data available in the form of a number of bands are 

first stacked, pre-processed and are performed certain image enhancement techniques 

like histogram equalization to improve the quality of the image. Both the images are 

brought to the same pixel resolution by using resampling technique. The obtained 

image is used to extract the study area using rectangular shaped ‘area of interest’ in 

which the Vijayawada city, and its suburban areas are included. The Landsat images 

of the above-mentioned dates are used to develop land use/cover maps of the study 

area.  Five land use/cover classes are identified viz., built-up, dense vegetation, light 

vegetation, bare soil/sand and water.  Initially, unsupervised classification technique 

was used to classify the image to have a better understanding about the different 

groups of pixels present in the image. Finally supervised classification technique was 

used to classify the image. Field data collected with hand held GPS, Google Earth 

images and Survey of India topo-sheets are used for reference. The intensity and 

richness of vegetation cover on the land surface is better interpreted by NDVI image. 

It is developed by the band ratio given in equation 1. 

  

NDVI =  
               

               
                                      (1) 

3.2 Development of LST images 

The majority of urban study researchers are interested in relative LST measurements, 

i.e., in mapping the spatial variations of LST and identification of hotspots in the 

urban heat island. Landsat satellite’s thermal infrared sensors measure ‘top of the 

atmosphere’ radiances, from which brightness temperatures (also known as 

blackbody temperatures) can be derived using Plank's law.
46

 A widely used method 

result from the Landsat-7 Science Data User's Handbook, developed by the Landsat 

Project Science Office at NASA's Goddard Space Flight Centre.
47 

After converting 

the digital numbers (DN) of the Landsat ETM+ Band 6 into absolute radiance values, 

at-satellite brightness temperatures (i.e., blackbody temperature) are computed under 

the assumption of unity emissivity and using pre-launch calibration constants, which 

is followed by a correction for spectral emissivity according to the nature of land 

cover/use.  
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The digital number (DN) of thermal infrared band is converted into spectral radiance 

(Lλ) using the equation 2 supplied by the Landsat user’s hand book. 

                                       

Lλ=   
           

                
        LMIN                           (2) 

LMAX = the spectral radiance scaled to QCALMAX in W/ (m
2
 * sr * μm) 

LMIN = the spectral radiance scaled to QCALMIN in W/(m
2
 * sr * μm) 

QCALMAX = the maximum quantized calibrated pixel value (corresponding to 

LMAX) in DN = 255 

QCALMIN = the minimum quantized calibrated pixel value (corresponding to LMIN) 

in DN = 1 

LMAX and LMIN are obtained from the Meta data file available with the image are 

15.303 and 1.2378 respectively for Landsat5 /TM and 12.65, 3.2 for Landsat7 /ETM+. 

The effective at-sensor brightness temperature (TB) also known as black body 

temperature is obtained from the spectral radiance using Plank’s inverse function 

given in equation 3. 

TB    =     
  

     
  

 λ
 
                                                    (3) 

The calibration constants K1 and K2 obtained from Landsat data user’s manual are 

607.76 and  1260.56 for Landsat5 /TM and 666.09, 1282.71 for Landsat7/ETM+.  

Emissivity is the inherent characteristic of the material which identifies its thermal 

behaviour.  For ground objects from passive sensor data emissivity data, can be 

estimated using different techniques. Among those techniques are normalized 

emissivity method
48

, thermal spectral indices
49

, spectral ratio method
50

, Alpha 

residual method
51

, NDVI method
52

, classification-based estimation, and the 

temperature-emissivity separation method.
53-54

  

In this work an Emissivity image is developed using the NDVI image by assigning 

emissivity values for different types of land cover. First NDVI image has been 

classified into five classes corresponding to the five LULC classes, using 

unsupervised classification technique. Using this NDVI classified image, an 

emissivity image has been developed. For this a conditional logic was applied in the 

ERDAS model maker to assign emissivity values based on the NDVI class. The 

emissivity values assigned to these five classes are 0.92 for built-up land, 0.95 for 

bare soil, and 0.96 for light vegetation, 0.99 for thick vegetation and 0.98 for water.  

The resulting emissivity image based on NDVI classes is used to develop final land 

surface temperature image using equation 4.  

LST   =  
  

   λ          
    (Unit:  Kelvin)                                     (4) 

Where, λ is the wavelength of the emitted radiance which is equal to 11.5µm.   = 

h.c/σ, σ = Stefan Boltzmann’s constant which is equal to 5.67 x 10
-8

 Wm
-2

 K 
-4

, h = 

Plank’s constant (6.626 x 10
-34 

J Sec), c = velocity of light (2.998 x 10
8
 m/sec) and ε 
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is spectral emissivity. For all the calculations at pixel level of the image, models are 

developed using Spatial Modeller module of ERDAS Imagine. 

3.3 Development of ANN model  

LULC image can be developed from almost any kind of satellite data which 

obviously will have information in visible band, but it is not possible to derive LST 

image without thermal infrared band data. Hence the main objective here is to 

develop LST image from LULC image without using thermal band imagery. This 

kind of work will greatly help in producing LST images without using the thermal 

band data.  If future LULC got predicted for any area, this model will give the LST 

image of the same area which would help in thermal environmental studies of the 

present and the future.  

For this a feed forward back propagation ANN model with Levenberg-

Marquardt training algorithm has been developed by writing code in MATLAB to 

simulate and predict the LST image from LULC image.  Surface temperature value 

depends on the type of land surface and hence the model is trained with LULC and 

LST values to develop Weightages and bias which can be used later for predicting 

LST. In this model additional data like elevation, latitude and longitude are also 

included in the input layer to improve model’s efficiency. First the LULC and LST 

images obtained from processing the Landsat images of dates 31-10-2001 and 26-06-

2010 are re-sampled to the same pixel size so that all images used in the model will 

have equal number of pixels. The size of the image clipped for the study area is 590 

columns and 430 rows. Elevation image was down loaded from Shuttle Radar 

Topography Mission (SRTM) of USGS website; this image contains elevation values 

in metres.  

 

Using the pixel values, each image data has been converted into discrete digital data 

that is ASCII in Arc GIS for use in the model. Now these matrices containing 590 X 

430 numbers are converted in to single strings of 253,700 values each in the 

MATLAB.   Hence for each image 253,700 pixel values are given as input string. The 

LULC image will have 1 to 6 values corresponding to the 6 classes; elevation image 

will have 253,700 pixels whose values are in meters. Similarly LST image will 

contain the same number of pixel values of temperature in degrees Kelvin ranging 

from low (299
 
K) to high (320

 
K). Latitude and Longitude values are converted from 

degree-minute-second format to decimal value for feeding the model as input. The 

model efficiency is verified for different input combinations given in the Table 2. 

When all the four input parameters viz., LULC, elevation, Latitude and Longitude are 

given as inputs to the model, it is found to give maximum efficiency and hence 

selected as the best one. The model architecture showing arrangement of the input, 

output and hidden layers is shown in Fig. 1. 

 



Vol 22, No. 12;Dec 2015

98 office@multidisciplinarywulfenia.org

 
 

 

Fig. 1   ANN model architecture 

 

For training the model LULC and LST images data of 2001 are used. For testing the 

model LULC and LST images data of 2010 are used. The values of latitude and 

longitude of pixels were obtained by using a model in Arc GIS. The output of the 

ANN model obtained from MATLAB, which is in the form of discrete data, is 

converted back into image format using Arc GIS. The generalized flow charts 

showing the training and testing of the ANN model is shown in the following Fig.2 & 

Fig.3. 

 

 

Fig. 2 Flow chart showing the training of the ANN model  
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Fig. 3 Flow chart showing the testing of the ANN model 

4 RESULTS AND DISCUSSION 

 

All the final products of images developed are presented in this section, and results 

were discussed critically. The LULC images developed from the “supervised 

classification” method adopted, and the NDVI images obtained from ERDAS 

Imagine are presented below. The actual LST image developed from the thermal 

band of Landsat satellite image using ERDAS Imagine are presented here. The 

Predicted LST images obtained from the trained ANN model were also presented 

here. The actual and predicted images were compared, and correlation studies were 

carried out to establish the validity. The LST image obtained from ANN model 

without using the thermal band in ERDAS Imagine is also provided for the year 2015. 

 

4.1 LULC, NDVI, LST Images  

Classified images showing the five LULC classes in the study area for the year 2001 

and corresponding NDVI images are shown in Fig. 4(a) and 4(b). Similarly classified 

images in the year 2010 and its NDVI images are shown in Fig. 5(a) and 5(b). The 

classified images were compared with the actual data comprising Government 

published data and Google Earth, to check the accuracy. The overall classification 

accuracy achieved in the supervised classification process is 80% and Kappa statistic 

obtained is 0.729. NDVI values vary from -0.98 to 0.983 for the year 2001 and  from 

-0.985 to 0.992 for the year 2010.  
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Fig. 4 (a) LULC image of 2001 (b) NDVI image of 2001 

 

Fig.5 (a) LULC image of 2010 (b) NDVI image of 2010 
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4.2 Model Performance 

Three models are developed with different sets of input parameters and trained and 

tested with 2001 and 2010 data respectively. Model no.1 consists of LULC as input 

and LST as output. LULC class values and elevation values are given as input in 

Model no.2 with LST as output.  Model no.3 takes LULC, elevation, latitude and 

longitude as inputs and produces LST as output. As the surface temperature is greatly 

influenced by the location of the area, addition of latitude and longitude will 

definitely have a positive impact on the performance of the model.  

The performances of the models are evaluated by studying the observed and 

predicted values using the statistical parameters viz., Coefficient of determination(R
2
), 

root mean square error (RMSE), mean absolute error (MAE) and Model Efficiency 

(ENS). The details of models and input parameter combinations are presented in Table 

2. The Goodness-of-fit statistics for the observed and predicted LST for training with 

2001 data are presented in Table 3 and the Goodness-of-fit statistics for the observed 

and predicted LST for testing with 2010 data are presented in Table 4. The feed 

forward back propagation ANN model with the Levenberg-Marquardt training 

algorithm is run with 2001 data for training and 2010 data for testing. The model 

produced maximum efficiency when the hidden nodes are limited to 4; corresponding 

RMSE is the least one. Hence the model with four input parameters viz., LULC, 

elevation, latitude, longitude and four hidden nodes was selected as the best one. The 

variation of model efficiency and RMSE with a number of hidden nodes is shown in 

Fig.6.   

 

Table 2 Details of Models and Input Parameters 

Model No Input Combinations Output 

1 LULC LST 

2 LULC, ELEVATION LST 

3 LULC, ELEVATION, LAT, LONG LST 

 

Table 3 Goodness-of-fit statistics for the actual and predicted LST for training with 

2001 data 

Model No MAE  ENS RMSE R
2
 

1 11.078  0.713 13.434 0.718 

2 8.782  0.808 10.982 0.809 

3 8.552  0.816 10.756 0.821 
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Table 4. Goodness-of-fit statistics for the actual and predicted LST for testing with 

2010 data 

Model No MAE  ENS RMSE R
2
 

1 11.243  0.693 14.238 0.800 

2 9.283  0.721 13.046 0.807 

3 9.489  0.779 11.595 0.825 

 

 

 

 

 

 

Fig. 6 Variation of model efficiency and RMSE with number of hidden nodes 
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4.3 Output LST Images  

The actual LST images developed by Landsat data using ERDAS imagine for the 

year 2001 and 2010, and the corresponding predicted LST images obtained from the 

ANN model are presented in Figures 7(a) to 7(d). The minimum and maximum 

values of LST range from 299 to 320 K. The predicted image of LST is very similar 

to the actual LST image. To validate the model efficiency, statistical analysis was 

performed on sample data sets taken from certain random columns and rows in the 

image. The corresponding pixel values of the actual and predicted LST images were 

taken, and regression analysis was done and scatter plots are developed for actual 

observed and predicted LST values. The scatter plots are shown in Fig. 8 (a) to 8(d). 

The R
2
 values obtained from scatter plots for the 2001 are 0.8352 and 0.8116 and for 

2010 are 0.8361 and 0.7686. From these values it is understood that the model is 

predicting well.  

 

4.4 Prediction of LST image of 2015 

After ascertaining the satisfactory performance of the developed ANN model, LULC 

image of the year 2015 was given as input to predict the LST image of the year 2015. 

The LULC image for the year 2015 and the predicted LST images for the year 2015 

are shown in Fig. 9 (a) and (b). Like this, LST images of the future dates can also be 

predicted by this model provided the LULC image of the future date.  

 

The predicted LST image can give valuable information for the mitigation efforts to 

be made to counteract the urban heat island effect. It can mainly show the areas and 

their locations of elevated temperature where necessary action is to be initiated with 

high priority. Hence this kind of prediction of LST image is very useful for urban 

planners for environmental management.    
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Fig. 7(a) Actual LST image for 2001 (b) Predicted LST image from ANN model for 

2001                                                 

         (c) Actual LST image for 2010 (d) Predicted LST image from ANN model for 

2010  
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Fig. 8(a) Scatter plot between observed (actual) and predicted values for a randomly 

selected column in the 2001 image data  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 8(b) Scatter plot between observed (actual) and predicted values for a randomly 

selected Row in the 2001 image data  
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Fig. 8(c) Scatter plot between observed (actual) and predicted values for a randomly 

selected column in the 2010 image data  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 8(d) Scatter plot between observed (actual) and predicted values for a randomly 

selected column in the 2010 image data  
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Fig. 9(a) LULC image for 2015 (b) Predicted LST image from ANN model for 2015 

 

5 CONCLUSIONS 

 

Land surface temperature (LST) retrieval is essential for the study and mitigation of 

urban heat island effect. For obtaining LST, satellite image with thermal band is 

required and specialized procedures are to be adopted. LST basically depends on the 

type of land use/cover (LULC). In this research, an artificial neural network (ANN) 

model is developed to predict LST from merely land use/cover (LULC) image, which 

does not require thermal band data. For this work Landsat images of the study area 

are processed to develop LULC image with five classes using supervised 

classification method. Further normalized difference vegetation index (NDVI) and 

LST images are developed for the same area. A basic ANN model with LULC image 

data as input and LST as output has been developed. The entire image data has been 

converted to digital data for use in the model and the output is again converted back 

to image. The model efficiency is improved by including, elevation and Latitude and 

Longitude as additional input layers. Training and testing of the model are carried out 

using image data of 2001 and 2010 respectively. From regression analysis of the 

input and output data it is found that the goodness-of-fit statistics are satisfactory and 

model can predict well. The best model with four input layers is obtained at four 
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hidden neuron layers and for this the model efficiency is 81.621% and R
2
 value 

between observed and predicted values is 0.821. The model can be used as a good 

tool to develop LST image from LULC image without thermal band data. The model 

can also be used to predict the future LST image from the predicted future LULC 

images which will be beneficial to the urban planners for mitigating the adverse 

effects of the urban heat island.  
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